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1 Introduction

1.1 About this Document

This document describes the architecture and the operational steps to install, operate and modify the Sipwise sip:carrier.

In the various chapters, it describes the system architecture, the installation and upgrade procedures and the initial configuration
steps to get your first users online. It then dives into advanced preference configurations like rewrite rules, call blockings, call
forwards etc.

There is a description of the customer self-care interface, how to configure the billing system and how to provision the system via
the provided APIs.

Finally it describes the internal configuration framework, the network configuration and gives hints about tweaking the system for
security and performance.

1.2 Getting Help

1.2.1 Phone Support

Depending on your support contract, you are eligible to contact our Support Team by phone either in business hours or around
the clock. Business hours refer to the UTC+1 time zone (Europe/Vienna). Please check your support contract to check the type
of support you've purchased.

Before calling our Support Team, please also open a ticket in our Ticket System and provide as much detail as you can for us
to understand the problems, fix them and investigate the root cause. Please provide the ticket number assigned to your newly
created ticket when asked by our support personnel on the phone.

Phone numbers, Ticket System URL and account information can be found in your support contract. Please make this information
available to the persons in your company maintaining the sip:carrier.

1.2.2 Ticket System

Depending on your support contract, you can create either a limited or an unlimited amount of support tickets on our Web based
Ticket System. Please provide as much information as possible when opening a ticket, especially the following:
+ WHAT is affected (e.g. the whole system is unreachable or customers can't register or place calls)

+ WHO is affected (e.g. all customers, only parts of it, and WHICH parts - only customers in a specific domain or customers with
specific devices etc)

+ WHEN did the problem occur (time frames, or after the firmware of specific devices types have been updated etc)

Our Support Team will ask further questions via the Ticket System along the way of troubleshooting your issue. Please provide

the information as soon as possible in order to solve your issue in a timely manner.
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1.3 What is the sip:carrier?

The sip:carrier is a SIP based Open Source Class5 VolIP soft-switch platform providing rich telephony services. It offers a wide
range of features to end users (call forwards, voicemail, conferencing, call blocking, click-to-dial, call-lists showing near-realtime
accounting information etc.), which can be configured by them using the customer-self-care web interface. For operators, it offers
a fully web-based administrative panel, allowing them to configure users, peerings, billing profiles etc., as well as viewing real-time
statistics of the system. For tight integration into existing infrastructures, it provides a powerful REST API.

The sip:carrier comes pre-installed on six+ servers in one+ IBM Flex Chassis, see Section 2. Apart from your product specific
configuration, there is no initial configuration or installation to be done to get started.

1.4 What is inside the sip:carrier?

Opposed to other free VoIP software, the sip:carrier is not a single application, but a whole software platform, the Sipwise NGCP
(Sipwise Next Generation Communication Platform), which is based on Debian GNU/Linux.

Using a highly modular design approach, the NGCP leverages popular open-source software like MySQL, NGINX, Catalyst, Ka-
mailio, SEMS, Asterisk etc. as its core building blocks. These blocks are glued together using optimized and proven configurations
and work-flows and are complemented by building blocks developed by Sipwise to provide fully-featured and easy to operate VolP

services.

The installed applications are managed by the NGCP Configuration Framework, which allows to change system parameters in
a single place, so administrators don’t need to have any knowledge of the dozens of different configuration files of the different
packages. This provides a very easy and bullet-proof way of operating, changing and tweaking the otherwise quite complex

system.

Once configured, integrated web interfaces are provided for both end users and administrators to use the sip:carrier. By using the
provided provisioning and billing APls, it can be integrated tightly into existing OSS/BSS infrastructures to optimize work-flows.

1.5 Who should use the sip:carrier?

The sip:carrier is specifically tailored to companies who want to provide fully-featured SIP based VoIP service without having to
go through the steep learning curve of SIP signalling, integrating the different building blocks to make them work together in a
reasonable way. The sip:carrier is already deployed all around the world by all kinds of VoIP operators, using it as Class5 soft-
switch, as Class4 termination platform or even as Session Border Controller with all kinds of access networks, like Cable, DSL,
WiFi and Mobile networks.
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2 System Architecture

2.1 Hardware Architecture

The sip:carrier starts with a minimum deployment of 50.000 subscribers, requiring one chassis with two web servers, two db
servers, two loadbalancers and two proxies. A fully deployed sip:carrier for 250.000 subscribers fills the chassis up with 14

servers, containing two web servers, two db servers, two loadbalancers and 8 proxies.

Figure 1: Hardware setup for single chassis

The system is based on an IBM Flex Chassis taking up rack space of 10U with 14 computing nodes based on IBM x220 servers.

Air flow
inlets

Flex System
Manager

appliance
14 compute PP

node bays Half-wide

compute
node

Full-wide
compute
node

Information
panel

Air flow
inlets

Figure 2: Chassis front view
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All nodes are equipped equally with two hard disks in Raid-1 mode.

Two hot-swap
40 mm fan
modules

power supplies

Eight hot-swap Two hot-swap

80 mm fan Chassis
modules Management
Modules
Four
hot-swap Information
switch bays panel
Switch bays: 1 3 2 4

Figure 3: Chassis back view

The power supply is designed fully redundant in an N+N fashion with N=3, for example to feed 3 PSUs with normal power and 3
PSUs with UPS power.

Figure 4: Chassis switch module

Each chassis is equipped with two EN2092 Gigabit Ethernet switches providing 10 GbE uplinks each. Four 10GbE uplinks are
optional and need to be licensed separately if needed.

2.2 Component Architecture

The sip:carrier is composed by a cluster of four different node types, which are all deployed in active/standby pairs:

+ Web-Servers (web1a/web1b): Provide northbound interfaces (CSC, API) via HTTPS for provisioning

» DB-Servers (db1a/db1b): Provide the central persistent SQL data store for customer data, peering configuration, billing data
etc.

» Proxy-Servers (proxyla/proxy1b .. proxy4a/proxy4b): Provide the SIP and XMPP signalling engines, application servers and
media relays to route Calls and IM/Presence and serve media to the endpoints.
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+ Load-Balancers (Ib1a/lb1b): Provide a perimeter for SIP and XMPP signalling.

webla

MySQL, Redis

Replication

-
dbla <
SQL, Redi
Replication ySQL, Redis
proxyla || = ... proxy4a
P
SIP Ibla
RTP SIP XMPP

§

Figure 5: Architecture Overview

The system is provisioned via the web servers on a central pair of db servers. Signalling is entering the system via the Ib servers to
a cluster of proxies, which in turn communicate directly (caching and shared data) and indirectly (static provisioning data replicated
via master/slave) with the db servers. Each pair of proxy is capable of handling any subscriber, so subscribers are not bound to
specific "home proxies". Once a call starts on a proxy pair, it is ensured that the full range of services is provided on that pair
(voicemail, media, billing, ...) until call-teardown. Failures on an active proxy node cause a fail-over to the corresponding stand-by
node within the proxy pair, taking over the full signalling and media without interruptions.

2.2.1 Provisioning

Any HTTPS traffic for provisioning (web interfaces, northbound APIs) but also for phone auto-provisioning enters the platform on
the active web server. The web server runs an nginx instance acting as a reverse proxy for the ngcp-panel process, which in turn

provides the provisioning functionality.
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The web server is connected to the db server pair, which provides a persistent relational data store via MySQL and a high-
performance system cache using Redis key-value store.

API and Web Interface

webla weblb
nginx shared ip nginx
ngcp-panel heartbeat ngcp-panel
A r S i A
MySQL Redis Redis MySQL
h 4 \ 4 \ 4 \ 4
db cluster

Figure 6: Web Server Overview

The web server pair is an active/standby pair of nodes connected via heartbeat. If one of the servers fail (by losing connection to
the outside while the standby server is still connected, or caused by a hardware failure, or if it's down due to maintenance), the
standby server takes over the shared IP address of the active node and continues serving the provisioning interface.
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Provisioning Database

web server

MySQL Redis
shared
ip
dbla dblb
redis »| redis
dyn m/s replication
mysql m/m replication N mysql
+¢ 3 “Theartbeat |
m/s replication ----
MySQL Redis
A4 Y

proxy cluster

Figure 7: DB Server Overview

The db server pair is another active/standby pair with automatic fail-over. Nodes in the pair are running a MySQL master/master
replication with replication integrity checks to ensure data redundancy and safety. Any changes via provisioning interfaces are
stored in the MySQL cluster. The second service is a redis master/slave replication with automatic master propagation on fail-
over. This redis cluster is used as a high-performance volatile system cache for various components which need to share state

information across nodes.

Persistent MySQL Database

The MySQL instances on the db nodes syncronize via row-based master/master replication. In theory, any of the two servers in
the pair can be used to write data to the database, however in practice a shared IP is used towards clients accessing the service,
so only one node will receive the write requests. This is done to ensure transparent and instant convergence of the db cluster on
fail-over for the clients.

On top of that, the first node of the db pair also acts as a master in a master/slave replication towards all proxy nodes in the
system. That way, proxies can access read-only provisioning data directly from their local databases, resulting in reduced latency
and significant off-loading of read queries on the central db cluster.
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Central Redis Cache

A redis master/slave setup is used to provide a high-perfomance key/value storage for global system data shared across proxies.
This includes concurrent call counters for customers and subscribers, as a subscriber could place two simultaneous calls via two

different proxy pairs.

2.2.2 Signaling and Media Relay

Any signalling traffic enters and leaves the system via load balancers, which act as a perimeter towards the customer devices and
performs NAT handling, DoS and DDoS mitigation. New connections are routed to a random pair of proxy servers, which do the
actual routing for SIP and XMPP. The proxy servers also engage media relays for voice and video streams, which bypass the load

balancers and communicate directly with the customer devices for performance reasons.

Load Balancing of Signalling

proxy cluster

A node in a load balancer pair runs two services besides the usual heartbeat.

One is a state-less instance of kamailio, providing an extremely fast relay of SIP messages. Kamailio takes care of converting

sh a:red
ip

SIP XMPP

Figure 8: Load Balancer Overview

SIP XMPP
Ibla Ek Ib1b
a proxyxk haproxy|
kamailio {‘ héaﬂbeat | kamailio
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TCP and TLS connections from the customer devices to UDP for internal communication towards proxies, and it performs far-end
NAT traversal by inspecting the SIP messages and comparing it to the actual source address where packets have been received
from, then modifying the SIP messages accordingly. If a SIP message is received by the load balancer, it distinguishes between
new and ongoing SIP transactions by inspecting the To-Tags of a message, and it determines whether the message is part of
an established dialog by inspecting the Route header. Sanity checks are performed on the headers to make sure the call flows
adhere to certain rules for not being able to bypass any required element in the routing path. In-dialog messages are routed to the
corresponding proxy servers according to the Route defined in the message. Messages initiating a new transaction and/or dialog
(registrations, calls etc) are routed to a randomly selected proxy. The selection algorithm is based on a hash over the Call-ID of
the message, so the same proxy sending a authentication challenge to an endpoint will receive the authenticated message again.

The second service running on a load balancer is haproxy, which is acting as load balancing instance for XMPP messages. The
same way the SIP load balancer routes SIP messages to the corresponding proxy, the haproxy passes XMPP traffic on to the
proxy maintaining a session with a subscriber, or randomly selects a proxy in case of a new connection while automatically failing

over on timeouts.

Message Routing and Media Relay

db cluster

MySQL
m/s replication

MySQL

MysQl Redis m/s replication

YV

proxyla proxylh

| mysﬂ_}’tpengin% state replication |>tpengin4| mysq| ‘
heartbeat

RTP

SIP XMPP

load balancer

Figure 9: Proxy Server Overview

Proxy servers also come in pairs, and by default there are four pairs of proxies in a standard sip:carrier setup.

The proxies are responsible for doing the actual SIP routing and media handling and the XMPP presence and chat message
deliveries. Each proxy pair can handle any subscriber on the overall system, compared to the concept of "home proxies" in other
architectures. The advantage of this approach is that the overall system can be scaled extremely easily by adding more proxy
pairs without having to redistribute subscribers.
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Once a load balancer sends a new message to a proxy, the SIP transaction and/or dialog gets anchored to this proxy. That way it
is ensured that a call starting on a proxy is also ended on a proxy, and the full range of feature handling like media relay, voicemail,
fax, billing and rating is performed on this proxy to not have a central point for various tasks, potentially leading to a non-scalable
bottle-neck. Due to the anchoring, proxies come in pairs and replicate all internal state information via redis to the standby node.
In case of fail-over, the full signalling and media is moved to the standby node without interruption.

The complete static subscriber information like authentication credentials, number mappings, feature settings etc. are replicated
from the db cluster down to the local MySQL instance of the proxies. The ratio of db read requests of static subscriber data versus
reading and writing volatile and shared data is around 15:1, and this approach moves the majority of the static read operations
from the central db cluster to the local proxy db.

Volatile and shared information needed by all proxies in the cluster read from and written to the db cluster. This mainly includes
SIP registration information and XMPP connection information.

Billing and rating is also performed locally on the proxies, and only completed CDRs (rated or unrated depending on whether rating
is enabled) are transferred to the central db cluster for consumption via the northbound interfaces.

For SIP, the relevant instances on a proxy are kamailio acting as a stateful proxy for SIP registration and call routing, sems acting
as a back-to-back user-agent for prepaid billing and application server, rtpengine as media relay and RTP/SRTP transcoder, and
asterisk as voicemail server. XMPP is handled by an instance of prosody, and several billing processes mediate start and stop
records into CDRs and rate them according to the relevant billing profiles.

2.2.3 Scaling beyond one Hardware Chassis

] ——

Chassis 1 Chassis 2
MysSQL
WSREP

[ Irs [
b replication 4
(Galera)
webl dbl db2 web2
T

proxy cluster proxy cluster

sIP
{load-balancing via DNS SRV)

XMPP
(load-balancing via DNS SRV)

Figure 10: Scaling beyond one chassis

10



The sip:carrier Handbook mr3.8.8 11/216

If the sip:carrier is scaled beyond 250.000 subscribers and therefore exceeds one chassis, a second chassis is put into place. This
chassis provides another two web servers, two db servers, two load balancers and 8 proxies, doubling the capacity of the system.

Scaling the proxy cluster

The DB cluster is the only node type which requires a notable change on the architecture. Once more than one db pair is deployed,
the replication mechanism between db nodes changes from master/master between the nodes of the db1 pair to a synchronous
multi-master replication over all db nodes on the system using Galera. This change allows to scale both read and write requests
over multiple nodes, while being transparent to all other nodes.

Scaling the proxy cluster

New proxy nodes replicate via master/slave from the first db node in the chassis as usual. Since the db cluster holds all provisioning
information of all subscribers, the proxy nodes join the cluster transparently and will start serving subscribers as soon as all
services on a new proxy are reachable from the load balancers.

Scaling the load balancers

Loadbalancers are completely stateless, so they start serving subscribers as soon as they are made visible to the subscribers.
This could either be done via DNS round-robin, but the better approach is to configure a DNS SRV record, which allows for more
fine-grained control like weighting load-balancer pairs and allowing fail-over from one pair to another on the client side.

The loadbalancers use the Path extension of SIP to make sure during SIP registration that calls targeted to a subscriber are routed
via the same loadbalancer pair which the subscriber used during registration for proper traversal of symmetric NAT at the customer
premise.

A SIP or XMPP request reaching a loadbalancer can be routed to any available proxy in the whole system, or only to proxies
belonging to the same chassis as the loadbalancer, depending on the system configuration.

Scaling the web servers

New web server pairs are made available to web clients via DNS round-robin. Any pair of web servers can be used to read or
write provisioning information via the web interfaces or the API.

2.2.4 Architecture for central core and local satellites

Tip
this architecture is not part of the standard deployment and is to be defined in the project plan!

11



The sip:carrier Handbook mr3.8.8

12/216
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Figure 11: Central core with local breakouts
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In case of a geographically distributed system spanning across multiple countries, different regulatory requirements have to be

met for signalling and media, especially when it comes to if, where and how subscriber traffic can be intercepted. Countries might

have the requirement to intercept traffic in the country, so the signalling and media must be anchored to an element in the country.

Also if a media stream stays within a country, it is preferred to keep the media as close to the subscribers as possible to reduce

latency, so relaying streams via a central core has to be avoided.

For this scenario, the sip:carrier allows to move the loadbalancers directly into the countries. DNS settings for subscribers within

the country ensure that they will always contact those loadbalancers, either using separate DNS settings per country for a SIP

domain, or using GeolP mechanisms in DNS to return the closest loadbalancer based on the location of the subscriber. To

anchor media to the countries, the rtpengine instances are moved from the proxies to the loadbalancers and are controlled via the

stateless kamailio instances on the loadbalancers instead of the kamailio instances on the proxies.

12
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3 Administrative Configuration

To be able to configure your first test clients, you will need a Customer, a SIP domain and some subscribers in this domain.
Throughout this steps, let’'s assume you're running the NGCP on the IP address 7.2.3.4, and you want this IP to be used as SIP
domain. This means that your subscribers will have an URI like user1@1.2.3.4.

Tip
You can of course set up a DNS name for your IP address (e.g. letting sip.yourdomain.com point to 1.2.3.4) and use this DNS
name throughout the next steps, but we’ll keep it simple and stick directly with the IP as a SIP domain for now.

Warning
@ Once you started adding subscribers to a SIP domain, and later decide to change the domain, e.g. from 1.2.3.4 to
sip.yourdomain.com, you’ll need to recreate all your subscribers in this new domain. It's currently not possible to easily

change the domain part of a subscriber.

Go to the Administrative Web Panel (Admin Panel) running on https://<ce-ip>:1443/login/admin and follow the steps below. The
default user on the system is administrator with the password administrator, if you haven’t changed it already.

3.1 Creating a Customer

A Customer is a special type of contract on the system acting as billing container for SIP subscribers. You can create as many

SIP subscribers within a Customer as you want.

To create a Customer, got to Settings— Customers.
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& Logged in as administrator

se NGCP Dashboard

Settings ~

Dashboard ‘ Administrators

Resellers

Customers

Domains

System Status Resellers Billing
Subscribers

Billing
’ 6 Peerings

Rewrite Rule Sets

All services running Resellers Billing Profiles
NCOS Levels
Applications Ok 0 Domains 0.00 Peering Costs Sound Sets
Security Bans
System Ok 0 Customers 0.00 Reseller Revenue
Hardware Ok 0 Subscribers 0.00 Customer Revenue
View Statistics Configure Configure Configure

Click on Create Customer.
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& Logged in as administrator  Logout

sip:uiise NGCP Dashboard

#® £2 Settings ~

Customers

Search:

# ~ | External # Reseller Contact Email Billing Profile Status

No data available in table

Showing 0 to 0 of 0 entries

GmbH, all rights reserved.

Each Customer needs a Contact. We can either reuse the default one, but for a clean setup, we create a new Contact for each
Customer to be able to identify the Customer. Click on Create Contact to create a new Contact.
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Create Contract

Contact
Reseller First Name

default Contact first
name

Showing 1 to 1 of 1 entries

Billing Profile
Reseller

default

Showing 1 to 1 of 1 entries

Search:

Contact last default- O
name customer@defaultinvalid.contact

. Create Contact |

Profile

Default Billing Profile

. Create Billing Profile |

We assign the Contact to the default Reseller. You can create a new one if you want, but for a simple setup the default Reseller is

sufficient. Select the Reseller and enter the contact details (at least an Email is required), then press Save.
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Create Contact

Reseller Search:

Contract #

default

Showing 1 to 1 of 1 entries

. Create Reseller |

First Name

Last Mame

Email

Company

You will be redirected back to the Contract form. The newly created Contact is selected by default now, so you only have to select
a Billing Profile. Again you can create a new one on the fly, but we will go with the default profile for now. Select it and press Save.

You will now see your first Customer in the list. Hover over the customer and click Details to view the details.

17
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& Logged in as administrator

ise NGCP Dashboard

_ BE Settings ~

Customers

Contract successfully created

Search:

# “ | External # Reseller Contact Email Billing Profile Status
20 default myfirstcontact@example.org Default Billing active |
Profile
Showing 1to 1 of 1 entries = = n =~ L=

3.2 Creating a Subscriber

In your Customer details view, click on the Subscribers row, then click the Create Subscriber.
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& Logged in as administrator  Logout

ise NGCP Dashboard o
_ BE Settings ~

Customer Details

Reseller
Contact Details

Billing Profiles

1 | Subscribers
% Create Subscriber

SIP URI Primary Mumber Registered Devices

Contract Balance

As you can see, we don’t have any SIP Domains yet, so click on Create Domain to create one.
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Create Subscriber

Web Username

Web Password

E164 Number

SIP Username

Domain Search:
# Reseller Domain

No data available in table

Showing 0 to 0 of 0 entries

Select the Reseller (make sure to use the same reseller where your Customer is created in) and enter your domain name, then
press Save.
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Create Domain

Reseller Search:

Contract #

default

Showing 1 to 1 of 1 entries

. Create Reseller |

SIP Domain  1.2.3.4

Your Domain will be preselected now, so fill out the rest of the form:

* Web Username: This is the user part of the username the subscriber may use to log into her Customer Self Care Interface. The
user part will be automatically suffixed by the SIP domain you choose for the SIP URI. Usually the web username is identical to
the SIP URI, but you may choose a different naming schema.

@ Caution

The web username needs to be unique. The system will return a fault if you try to use the same web username twice.

* Web Password: This is the password for the subscriber to log into her Customer Self Care Interface. It must be at least 6
characters long.

+ E164 Number: This is the telephone number mapped to the subscriber, separated into Country Code (CC), Area Code (AC)
and Subscriber Number (SN). For the first tests, you can set a made-up number here and change it later when you get number
blocks assigned by your PSTN interconnect partner. So in our example, we’ll use 43 as CC, 99 as AC and 7007 as SN to form
the phantasy number +43 99 1001.

Tip

This number can actually be used to place calls between local subscribers, even if you don’t have any PSTN interconnection.
This comes in handy if you use phones instead of soft-clients for your tests. The format in which this number can be dialled so
the subscriber is reached is defined in Section 3.6.
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Important

@ NGCP allows single subscriber to have multiple E.164 numbers to be used as aliases for receiving incoming calls. Also
NGCP supports "implicit" extensions, e.g. if a subscriber has number 012345, but somebody calls 012345100, then it
first tries to send the call to number 012345100 (even though the user is registered as myusername), and only after
404 it falls back to the user-part for which the user is registered.

+ SIP Username: The user part of the SIP URI for your subscriber.

» SIP Domain: The domain part of the SIP URI for your subscriber.

» SIP Password: The password of your subscriber to authenticate on the SIP proxy. It must be at least 6 characters long.
+ Status: You can lock a subscriber here, but for creating one, you will most certainly want to use active.

+ External ID: You can provision an arbitrary string here (e.g. an ID of a 3rd party provisioning/billing system).

+ Administrative: If you have multiple subscribers in one account and set this option for one of them, this subscriber can admin-
istrate other subscribers via the Customer Self Care Interface.

Create Subscriber

Web Password

E164 Number 43

SIP Username  testusert

Domain Search:

Reseller Domain

default 1234

Showing 1 to 1 of 1 entries

SIP Password | mysecretpassword

Repeat the creation of Customers and Subscribers for all your test accounts. You should have at least 3 subscribers to test all the
functionality of the NGCP.
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Tip
At this point, you're able to register your subscribers to the NGCP and place calls between these subscribers.

You should now revise the Domain and Subscriber Preferences.

3.3 Domain Preferences

The Domain Preferences are the default settings for Subscriber Preferences, so you should set proper values there if you don'’t
want to configure each subscriber separately. You can later override these settings in the Subscriber Preferences if particular
subscribers need special settings.

To configure your Domain Preferences, go to Settings— Domains and click on the Preferences button of the domain you want to
configure.

& Logged in as administrator  Logout

#® £5 Settings ~

Domains

% Create Domain

Search:

# “ | Reseller Domain

B default 1234 = Preferences

Showing 1 to 1 of 1 entries

GmbH, all rights reserved.

The most important settings are in the group Number Manipulations, where you can configure where from a SIP message to take
numbers from for incoming messages, where in the SIP messages to put which numbers for outgoing SIP messages, and how
these numbers are normalized to E164 format and vice versa.

To assign a Rewrite Rule Set to a Domain, create a set first as described in Section 3.6, then assign it to the domain by editing

the rewrite_rule_set preference.
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Domain "1.2.3.4" - Preferences

Call Blockings

Access Restrictions

1 Number Manipulations

MName Value

rewrite_rule_set

extension_in_npn

inbound_upn From-Username

outbound_from_user User-Provided-Number

outbound_from_display None

Select the Rewrite Rule Set and press Save.

v

2
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Edit Preference rewrite rule set

rewrite_rule_set |fest

Then, select the field you want the User Provided Number to be taken from for inbound INVITE messages. Usually the From-
Username should be fine, but you can also take it from the Display-Name of the From-Header, and other options are available as

well.

3.4 Subscriber Preferences
You can override the Domain Preferences on a subscriber basis as well. Also, there are Subscriber Preferences which don’t have
a default value in the Domain Preferences.

To configure your Subscriber, go to Settings— Subscribers and click Details on the row of your subscriber. There, click on the
Preferences button on top.

You want to look into the Number Manipulations and Access Restrictions options in particular, which control what is used as
user-provided and network-provided calling numbers.
» For outgoing calls, you may define multiple numbers or patterns to control what a subscriber is allowed to send as user-provided

calling numbers using the allowed_clis preference.

« If allowed_clis does not match the number sent by the subscriber, then the number configured in cli (the network-provided
number) preference will be used as user-provided calling number also.

* You can override any user-provided number coming from the subscriber using the user_cli preference.
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3.5 Creating Peerings

If you want to terminate calls at or allow calls from 3™ party systems (e.g. PSTN gateways, SIP trunks), you need to create SIP
peerings for that. To do so, go to Settings— Peerings. There you can add peering groups, and for each peering group add peering
servers and rules controlling which calls are routed over these groups. Every peering group needs a peering contract for correct
interconnection billing.

3.5.1 Creating Peering Groups

Click on Create Peering Group to create a new group.

In order to create a group, you must select a peering contract. You will most likely want to create one contract per peering group.

Create SIP Peering Groups

Contract Search:

# Status Billing Profile

No data available in table

Showing 0 to 0 of 0 entries

. Create Contract |

Name

Priority | 1

Description

Click on Create Contract create a Contact, then select a Billing Profile.
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Create Contract

Contact Search:

Reseller First Name Last Name Email

default Contact first Contact last default- 11
name name customer@default.invalid.contact

default myfirstcontact@example.org

Showing 1 to 2 of 2 entries

Billing Profile
Reseller Profile

default

Showing 1 to 1 of 1 entries

Click Save on the Contacts form, and you will get redirected back to the form for creating the actual Peering Group. Put a name,
priority and description there, for example:

» Peering Contract: select the id of the contract created before

* Name: test group

* Priority: 1

» Description: peering to a test carrier
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Create SIP Peering Groups

Contract Search:
Status Billing Profile

active Default Billing Profile

Showing 1 to 1 of 1 entries

. Create Contract |

Name test group

Priority | 1

Description  peering to a test carrier

The Priority option defines which Peering Group to favor if two peering groups have peering rules matching an outbound call.
Peering Rules are described below.

Then click Save to create the group.

3.5.2 Creating Peering Servers

In the group created before, you need to add peering servers to route calls to and receive calls from. To do so, click on Details on
the row of your new group in your peering group list.

To add your first Peering Server, click on the Create Peering Server button.
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Peering Servers

% Create Peering Server 1

Search:

# < | Name IP Address Hostname Port Protocol Weight Via Route Set

No data available in table

Showing 0 to 0 of 0 entries

Peering Rules

% Create Peering Rule

Search:

# ~ | Callee Prefix Callee Pattern Caller Pattern Description

No data available in table

Showing 0 to 0 of 0 entries

In this example, we will create a peering server with IP 2.3.4.5 and port 5060:

* Name: test-gw-1

* IP Address: 2.3.4.5
* Hostname: leave empty
* Port: 5060

* Protocol: UDP

+ Weight: 1

» Via Route: None

[v]
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Create Peering Servers

Name test-gw-1

IP Address 2.3.4.5

Hostname

Port

Protocol

Weight

Via Route

Click Save to create the peering server.

Tip

The hostname field for a peering server is optional. Usually, the IP address of the peer is used as domain part in the Request
URI. Some peers may require you to set a particular hostname instead of the IP address there, which can be done by filling in
this field. The IP address must always be given though, and the request will always be sent to the IP address, no matter what
you put into the hostname field.

Tip
If you want to add a peering server with an IPv6 address, enter the address without surrounding square brackets into the IP
Address column, e.g. 1.

You can force an additional hop (e.g. via an external SBC) towards the peering server by using the Via Route option. The available
options you can select there are defined in /etc/ngcp-config/config.yml, where you can add an array of SIP URIs in
kamailio—1lb—external_sbc like this:

kamailio:
1b:

external_sbc:
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- sip:192.168.0.1:5060
- 5ip:192.168.0.2:5060

Execute ngcpcfg apply, then edit your peering server and select the hop from the Via Route selection.

Once a peering server has been created, this server can already send calls to the system.

Important
@ To be able to send outbound calls towards the servers in the Peering Group, you also need to define Peering Rules.
They specify which source and destination numbers are going to be terminated over this group. To create a rule, click

the Create Peering Rule button.

Peering Servers

% Create Peering Server

Peering server successfully created

Search:

IP Address Hostname Port

3 test-gw-1 2345 5060

Showing 1 to 1 of 1 entries

Peering Rules

% Create Peering Rule 1

Search:

# ~ | Callee Prefix Callee Pattern

No data available in table

Showing 0 to 0 of 0 entries

Weight Via Route Set

Caller Pattern

Description

[v]

-

Since the previously created peering group will be the only one in our example, we have to add a default rule to route all calls via
this group. To do so, create a new peering rule with the following values:

+ Callee Prefix: leave empty
+ Callee Pattern: leave empty

+ Caller Pattern: leave empty
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» Description: Default Rule

Create Peering Rules

Callee prefix

Callee pattern

Caller pattern

Description  Default Rule

Then click Save to add the rule to your group.

Tip

If you set the caller or callee rules to refine what is routed via this peer, enter all phone numbers in full E.164 format, that is
<cc><ac><sn>. TIP: The Caller Pattern field covers the whole URI including the subscriber domain, so you can only allow
certain domains over this peer by putting for example @example\ . com into this field.

32



The sip:carrier Handbook mr3.8.8 33/216

[v]

Peering Servers

% Create Peering Server

Search:

IP Address Hostname Port Protocol i Via Route Set
3 test-gw-1 2345 5060 1 1
Showing 1 to 1 of 1 entries =0 | 1 | |

Peering Rules

% Create Peering Rule

Peering rule successfully created

Search:

Callee Pattern Caller Pattern Description

1 Default Rule

Showing 1 to 1 of 1 entries =0 | 1 | |

[4]

Important
The selection of peering servers for outbound calls is done in the following order: 1. whether caller or callee pattern
matched. 2. length of the callee prefix. 3. priority of the peering group. 4. weight of the peering servers in the selected
@ peering group. After one or more peering group(s) is matched for an outbound call, all servers in this group are tried,
according to their weight (the bigger the weight of a server, the higher the probability that NGCP will send the call to
it). If a peering server replies with SIP codes 408, 500 or 503, or if a peering server doesn’t respond at all, the next
peering server in the current peering group is used as a fallback, one after the other until the call succeeds. If no more
servers are left in the current peering group, the next group which matches the peering rules is going to be used.

3.5.3 Authenticating and Registering against Peering Servers
Proxy-Authentication for outbound calls

If a peering server requires the SPCE to authenticate for outbound calls (by sending a 407 as response to an INVITE), then you
have to configure the authentication details in the Preferences view of your peer host.
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Peering Servers

% Create Peering Server

Search:
# “ | Name IP Address Hostname Port Protocol Weight
1 test-gw-1 2345 5060 1 1 = Preferences
Showing 1 to 1 of 1 entries
Peering Rules
% Create Peering Rule
Search:
# =~ | callee Prefix Callee Pattern Callee Pattern Description
2 Default Rule
Showing 1to 1 of 1 entries S 0= n = L=

To configure this setting, open the Remote Authentication tab and edit the following three preferences:

« peer_auth_user: <username for peer auth>
» peer_auth_pass: <password for peer auth>

+ peer_auth_realm: <domain for peer auth>
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Preference peer_auth_realm successfully updated.

Access Restrictions
Number Manipulations

MAT and Media Flow Control

Remote Authentication

| 7] peer_auth_user | 1 peeruser1

| [} peer_auth_pass | 2 peerpassi

| (7] peer_auth_realm | 3 testpeering.com
[} peer_auth_register
7] find_subscriber_by_uuid

Session Timers

Important
If you do NOT authenticate against a peer host, then the caller CLI is put into the From and P-Asserted-Iden
tity headers, e.g. "+4312345" <sip:+4312345@your—domain.com>. If you DO authenticate, then the
@ From header is "+4312345" <sip:your_peer_auth_user@your_peer_auth_rea